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Abstract: With the massive usage of the internet, the vulnerability of network security becomes an important issue. 

Intrusion detection System (IDS) is one of the major research problems in network security. IDSs are developed to 

detect known and unknown attacks of both Computer and computer networks. This paper presents different methods 

used in IDS for protecting computers and networks for over a decade. This study analyzes different machine 

learning methods in IDS. It also reviews related studies in the period between 2008 and 2017 focusing on single, 

hybrid, and ensemble classifiers with relevant datasets. 
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1. INTRODUCTION 

Now-a-days internet has become an essential part 

of our everyday life. It helps people in different areas 

such as education, business, entertainment etc. In daily 

life people use the internet applications such as website 

and e-mail on various activities. As a rapid 

advancement in internet technology not only giving 

ease of access to the people, but also sophisticated 

techniques to the cybercriminals. This leads to the huge 

number of cyber-attacks on both individuals and 

organizations. 

There are various systems designed to block the 

internet-based attacks under the internet environment 

such as firewalls or authentication mechanisms. These 

techniques are providing some level of security, but 

they cannot provide protection against inside attacks 

and malicious code. Particularly Intrusion Detection 

System (IDSs) helps to detect both internal and external 

attacks in systems and networks. Intrusion detection is 

based on assumption that the behavior of intruders who 

are different from a legitimate user [1]. 

In general, IDSs can be categorized into two types: 

misuse (signature) and anomaly detection based on 

their detection approaches [2] [3]. Misuse detection 

uses the well-known patterns of attacks to identify the 

intrusions. On the other hand, anomaly detection tries to 

identify the activity whether it deviates from the 

established normal usage pattern.   

Based on the literature study the number of 

intrusion detection systems are developed using 

different machine learning techniques. Some studies 

apply single learning techniques as stand-alone, some 

systems are combining two or more different learning 

techniques, such as hybrid techniques, and combining 

multiple weak learners to improve the performance of a 

classifier known as ensemble classifier. Particularly 

these techniques are developed as classifiers and 

clusters. The classifiers techniques are supervised 

learning that classifies or recognize whether the internet 

activity is normal or attack, and cluster techniques are 

unsupervised learning that is trying to find a concealed 

structure of unlabeled cluster data.  

Therefore the aim of this paper is to review related 

studies published in the past decade by examining the 

techniques that have been used. Experiments have been 

conducted, based on the machine learning algorithm 

perspective what should be considered for future work. 

 

2. MACHINE LEARNING TECHNIQUES 

Machine learning is a branch of artificial 

intelligence that provides to systems, ability to learn 

automatically and improve from experience without 

being explicitly programmed. These techniques are 

used to recognize the pattern. Pattern recognition is a 

task to take raw data and activity on data category 

recognition. Supervised and unsupervised algorithms 

are used to solve different pattern recognition problems. 

Supervised learning is a task inferring a function from 
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training labeled data, in which each training data 

contains a pair of an input vector and class label. 

Unsupervised learning is used to draw inferences from 

input dataset without consisting class label. The created 

model classifies unknown examples into learned class 

labels. 

2.1 Single Classifiers 

IDS model develop using one single machine 

learning algorithm. From literature study, the following 

different machine learning algorithms are used to solve 

the problems.  

2.1.1 K-nearest neighbor  

K-nearest neighbor (K-NN) is a straight forward 

and traditional non-parametric approach for 

classification that classifies the objects which are 

presented as points defined in feature space [4] [5]. 

From the input vector, it calculates the approximate 

distances between different points and assigns the 

unlabeled points to the most frequent class labels 

among considered in training samples of its k-nearest 

neighbors. In the process of k-NN model creation, k is 

an important factor and for different k values generate 

different performances. If k is large, the model takes 

large classification time and influence the prediction 

accuracy. K-NN model is mentioned as an instant based 

learner not an inductive based learning approach [6]. 

The k-NN model does not contain the training stage, 

but only searches input vector and classifies new 

attributes.  

2.1.2 Support vector machine 

Vapnik was introduced Support vector machine in 

the mid-1990. First, it maps the input vector into a 

higher dimensional feature space and then obtains the 

optimal separating hyper-plane in the higher 

dimensional feature space. Rather than whole training 

samples separating hyper-plane decided by support 

vector and it is extremely robust to outliers. In general 

an SVM designed for binary classification that is the 

training vectors separate into two classes. The support 

vectors of training samples close to a decision 

boundary. The SVM provides a penalty factor, it is 

user-specified parameter and allows to make a tradeoff 

between the width of decision boundary and number of 

misclassified samples.  

2.1.3 Decision trees 

Decision tree creates a classifier through a 

sequence of decisions, based on already several known 

instances, in which the current decision helps to make 

succeed decision. The sequence of decisions are 

represented in a tree structure. The classification 

process starts from a root node and ends at a suitable 

leaf node. Every leaf node has an appropriate 

classification category. The sample attributes are 

assigned to each node, each branch value is 

corresponding to the attributes [6]. It is more acceptable 

as a single classifier because of its simple 

implementation. Decision tree is well known as a 

classification and regression tree i.e tree classifies with 

a range of symbolic class labels is classification tree 

and range of numerical values is regression tree [8]. 

2.1.4 Artificial neural network 

An artificial neural network is a unit of processing 

information. It mimics the neurons of the human brain. 

For pattern recognition problem multilayer perceptron 

(MLP) is the most widely used structure of the neural 

network [9]. The architecture of MLP consists of an 

input layer, one or more hidden layers with 

computational nodes, and an output layer. The 

interconnection between nodes has scalar weights and 

bias which are adjusted during the training phase. MLP 

usually train besides with back propagation learning 

algorithms known as back propagation neural network. 

Assigns random weights at beginning of training, then 

adjust weights during train and minimizing the error of 

misclassification.  

2.1.5 Self-organizing maps 

A Self - Organizing Map (SOM) is trained using 

unsupervised competitive learning technique [10]. The 

aim of the SOM algorithm is to map a high dimension 

data into two dimension visualization. A Kohonen 

network is one of the basic type of SOMs, has a feed-

forward structure with an input layer and computational 

Kohonen layer which is designed as a two-dimensional 

arrangement of neurons. In this structure, each neuron 

associates to all nodes of the input layer. The network 

finds the closest node to each training case and moves 

the winning node which is closest neuron (i.e minimum 

distance neuron) to the training case. SOM maps 

similar input patterns are mapped into the same or 

similar output units. It can self categorize all the inputs 

providing straight forward methods for data clustering. 

2.1.6 Genetic Algorithms 
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A genetic algorithm is based on evolution and 

natural selection principles. This concept arrives from 

the “adaptive survival in natural organisms” [11]. The 

algorithm starts with randomly generating a huge 

population of candidate programs. Some type of fitness 

criteria uses to evaluate the performance of each 

individual population. The Number of iterations is 

performed for replacing of low performing programs 

with genetic recombination of high performing 

programs. That is low fitness measure programs are 

deleted because they do not survive for the next 

computer iteration.  

2.1.7 Naïve Bayes 

It is simple and commonly used probabilistic classifiers 

based on Bayes theorem. On the basis of the class label 

given Naive Bayes assumes that the attributes are 

conditionally independent and thus tries to estimate the 

class-conditional probability. The typical structure of 

naïve bayes represented by a directed acyclic graph 

(DAG), where system variables are represented by node 

and influence of one node on another by link [12]. 

2.1.8 Fuzzy logic 

 Fuzzy Logic is based on the concept of fuzzy set 

theory, to occur frequently in the real world. Its range 

of values lies between 0 and 1. It is effective and very 

potential technique. It works with human decision-

making and reasoning and also uses if then else rules 

[9] .e.g, the natural event of the raining can be varied 

from slight to violent. Fuzzy logic has been employed 

to handle the idea of incomplete truth, where the value 

of the truth may range between completely true and 

completely false.  

2.2 Hybrid Classifiers 

The aim of the IDS is to improve the best possible 

accuracy for the task at hand. Normally to achieve this 

objective the researchers design the hybrid classifier 

problem to be solved. The idea of the hybrid classifiers 

is to combine two or more machine learning algorithms 

so that the system improves the performance 

significantly. In general, the hybrid method consists of 

two functional components, the first one takes input 

raw data and produces intermediate results, then the 

second one takes intermediate results as an input and 

produces final results [14].  

In general hybrid classifiers based on clustering, 

pre process the data for removing the irrelevant and 

inconsistent data from training samples of each class. 

Then the clustered data used as a training sample of 

classifiers. Finally, hybrid approach is an integration of 

two or more different techniques in which initially 

optimizing the performance and finally use model for 

prediction.    

2.3 Ensemble Classifiers 

Ensemble classifiers were proposed to improve the 

performance of single classifiers. It is a process of 

combining multiple weak learners, trained on different 

training samples and combining their outputs into a 

single prediction. Generally, used ensemble methods 

are bagging, boosting and stacking. Though it is known 

that the weaknesses of the component classifiers get 

accumulated in the ensemble classifier, it has been 

providing an efficient performance in some 

combination, so that the researchers are becoming more 

interesting users of ensemble classifiers. 

 

3. RELATED WORK 

The methods of intrusion detection generally 

divided into three types, namely single, hybrid, and 

ensemble. Hybrid classifiers have the largest 

contribution last few years.  

Koc et al. [15] proposed Hidden Naïve Bayes 

(HNB) with the improved naive bayes in data mining, 

Naïve bayes structurally extended with discretization 

and feature selection techniques to increase the 

detection accuracy.  They used KDD’99 dataset for 

multi-class classification. HNB model significantly 

improved the detection accuracy of denial-of-service 

attacks, compared with existed models.  

Wang et al. [16] proposed a new technique named 

FC-ANN used to improve ANN performance. Fuzzy 

Clustering used to generate heterogeneous training 

subsets, subsequently, ANN applied on each training 

subset to formulate the model. Meta learner and Fuzzy 

aggregation module is aggregate the ANN’s results and 

reduced the detection error. This FC-ANN technique 

effectively detects the low-frequent attacks such as 

Remote to Local (R2L) and User to Remote (U2R).  

Zhang et al. [17] proposed Fuzzy SVM (FSVM) to 

improve the payload –based anomaly detector (PAYL) 

which is existed. This PAYL-FSVM used 

reconstruction error based fuzzy membership function 

to reduce the data noise and solved sharp boundary 
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problems. PAYL-FSVM used DARPA 1999 dataset 

and has more powerful detection accuracy rate and low 

false positive rate than Payload-Based detection.  

Ming-Yang Su [18] proposed a GA with KNN for 

feature selection and weighting. GA extracted all 

possible features of DoS/DDoS attacks and analyzed 

the relationship between performances and number of 

features. Detection accuracy 97.42% got when 

considered top 19 features for known attacks, and 78% 

got when considered top 28 features for unknown 

attacks with real-time system data.  

Aydin et al. [19] designed Chaotic-based Hybrid 

Negative Selection Algorithm (CBHNSA) consist of 

generation and detection steps, negative selection and 

clonal selection algorithms used in the first step to 

obtaining optimum detectors, the detectors utilized in 

training stage to generate classification. CBHNSA 

applied both anomaly detection and classification 

problems. KNN used for uncovered test samples during 

testing to improve the detection rate. 

Zhiguo et al. [20] proposed a hybrid approach of 

Rough Set and SVM, RS used to data reduction, SVM 

classified intrusions. Out of 680 data samples, 460 were 

applied as training samples, 220 were applied as testing 

samples, and results compared with traditional SVM. 

This technique provides better performance than the 

Support Vector Machine. 

Giacinto et al. [21] proposed Modular Multiple 

Classifier System (MCS). One-class classifiers applied 

for designing each module, the combination of one-

class classifiers distinct features considered. This MCS 

technique effectively combine the outputs of different 

classifiers with well-known fixed combination of 

techniques as a ensemble classifier. This model provide 

high detection rate and low false alarm rate with KDD 

CUP 99 dataset. 

Tang et al. [22] designed integrated Information 

Gain with Triangle Area based SVM (TASVM), i.e. a 

combination of K-means and SVM. IG selected 

discriminated features, clustered the data based on 5 

centroids, then calculated the triangle area using 

Euclidian distance to reduce the dimensionality of the 

feature vector, finally SVM model classified based on 

new feature represented triangle area. This TASVM 

used 10% of KDD CUP 1999 dataset, achieved 99.88% 

detection rate and 2.99% of false alarm rate. 

Ashok et al. [23] implemented K-means Cluster 

Triangle Area Based SVM (CTSVM), Information 

Measure (IM) selected features, K-means algorithm 

clustered KDD data into 5 clusters, from clustered data 

each cluster constructed into 8 triangles, the triangle 

area, measured by Euclidian distance. Finally reduced 

the features 41 dimensions into 8 dimensions then 

identified the best features to identify the attack. 

Amiri et al. [24] proposed Modified Mutual 

Information Feature Selection Method (MMIFS) for 

measuring the goodness of feature with the help of 

Linear Correlation-based Feature Selection (LCFS) and 

Forward Feature Selection Algorithm (FFSA). IDS 

model implemented with Least Squares SVM for 

classification. This experiment used KDD CUP 1999 

dataset to detecting intrusions with high accuracy, 

especially for R2L and U2R attacks. 

Wang et al. [25] proposed an Intelligent IDS (IIDS) 

included three individual IDS, used to detect WSN data 

threats. Intelligent Hybrid IDS (IHIDS) consist rule-

based method used to identify Sinkhole attack, and has 

the learning capability, Hybrid IDS (HIDS) is similar to 

IHIDS, which identified Cluster Header (CH) attacks, 

but did not detect new attacks, with the help of back 

propagation algorithm HIDS saves resource utilization, 

misuse detection of HIDS retrain by IHIDS, misuse 

detection used to identify Sensor Node (SN) attack. 

Kim et al. [26] presented a density-based outlier 

detection algorithm Local Outlier Factor (LOF), and 

proposed kd-tree indexing and approximated K-NN 

search algorithm (ANN) for reducing the computational 

time of LOF. This method significantly reduced 

computation time with acceptable approximation errors. 

Sheikhan et al. [27] designed Feature Vitality 

Based Reduction Method (FVBRM) with Correlation-

based Feature Selection (CFS), Information Gain (IG), 

and Gain Ratio (GR). Correlation-based feature 

selection identifies important input features. This 

technique used NSL-KDD dataset, Naïve Bayes 

approach classified the attacks with improved accuracy. 

FVBRM achieved more improved classification 

accuracy, but it takes more time. 

Lee et al. [28] designed framework Self-adaptive 

dynamic clustering method, which is Self Organized 

Map (SOM) integrated with K-means clustering 

algorithm for real-time processing. SOM compared 
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given input vector with a weighted vector of each unit, 

and then closest unit declared as winning. K-means 

approach partitioned data into clusters. This method 

evaluated using KDD CUP 99 dataset and further used 

honeypot data collected from Kyoto University. The 

dynamic approach achieved high detection rate and low 

false alarm rate compared with the static model. 

Sheng et al. [29] proposed combined algorithms of 

Partial Least Square (PLS) with Core Vector Machine 

(CVM), PLS extracted features and CVM process 

large-scale data with superior speed. PLS-CVM 

evaluated through KDD CUP 99 dataset. This technique 

PLS-CVM approach preserves the advantages of CVM 

modeling such as simplicity and speediness, and 

significantly improved the detection rate compared with 

CVM method.  

Lin et al. [30] proposed an intelligent hybrid 

algorithm with Support Vector Machine, Decision Tree, 

and Simulated Annealing (SA). SA and SVM combined 

to optimize parameters and feature selection, and 

combined SA and DT used to build decision rules to 

detect new attacks.  This method evaluated using KDD 

CUP 99 dataset, and outperform than existing 

approaches. 

Gaikwad et al. [31] designed Fuzzy Clustering 

ANN (FC-ANN), fuzzy clustering generated 

heterogeneous training subsets, subsequently different 

ANN models formulate the models with training 

subsets. Fuzzy aggregation module used to aggregate 

different ANNs results and detection errors reduced. 

The experiment evaluated using KDD CUP 1999 

dataset and demonstrated the effective results especially 

for low-frequent attacks R2L and U2R. 

Shin et al. [32] proposed Adaptive Probabilistic 

Approach for Networks (APAN), which is K-means 

clustering defined network states and introduced outlier 

factor concept. A Markov model included state 

transition probability matrix and built initial probability 

distribution. In real-time, the degree of incoming data 

abnormality measured stochastically using the model. 

The performance of this method evaluated using 

DARPA 2000 dataset. This method is insensitive to 

training dataset variations and number of Markov 

model states. 

Aneetha and Bose [33] proposed network anomaly 

IDS with combined Modified SOM and K-means, 

MSOM dynamically created new nodes with help of 

distance threshold, connection strength, and 

neighborhood function. K-means clustering algorithm 

grouped similar nodes of MSOM into k number of 

clusters using with a similarity measure. This MSOM 

improved 2% detection rate higher compared with 

existed SOM, it is further increased by 1.5% when 

applied K-means. It effectively detected the DDoS 

attacks with 98.5% detection rate. 

Ibrahim et al. [34] multi-layer IDS designed to 

attain high detection rate and classification accuracy 

with Decision Tree, Multi-Layer Perceptron, and Naïve 

bayes. Gain Ratio (GR) extracted features, C5 DT 

achieved high classification rate and less false alarm 

rate achieved by MLP and Naïve Bayes. The 

experiment evaluated using NSL-KDD dataset.  With 

the help of Gain Ratio increased the detection accuracy 

of less frequent attacks R2l and U2R. MLP has high 

rate of classification for DoS and Probe. 

Kim et al. [35] designed C4.5 Decision Tree 

algorithm with Multiple One-Class SVM. C4.5 decision 

Tree, decompose the normal training data into subsets, 

then multiple OCSVM used to create anomaly detection 

model on each decomposed misuse region. This 

technique evaluated using KDD CUP 99 dataset, and 

demonstrates the better detection rate compared to 

conventional methods for both known and unknown 

attacks. 

Chandrashekhar and Raghuveer [36] proposed a 

hybrid IDS technique with Fuzzy C-means Clustering 

algorithm. FCM clustered the input data, each of the 

data point associated with cluster trained by FNN 

(neuro-fuzzy) classifier, subsequently, SVM with 

Radial Basis Function (RBFSVM) applied for 

classification to detect an anomaly or normal. 

Experiment evaluated using KDD CUP 1999 dataset, 

obtained better results for all metrics. 

Zainaddin and Hanapi [37] proposed a hybrid 

framework clustered the data by Fuzzy Clustering and 

classified the attack type by ANN. This framework 

tested with both KDD CUP 1999 and NSL-KDD 

dataset. The results of precision, f-value rate and recall 

are compared with the previous experiment. Both 

datasets cover the main types of attacks effectively. 

Thaseen and Kumar [38] proposed a new technique 

integrating PCA and SVM adopted RBF kernel, 
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parameters obtained using a grid search with automatic 

parameter selection. PCA select the optimal subset of 

attributes. The method tested with KDD CUP 1999 

dataset, and attained better accuracy for low-frequency 

attacks U2R and R2L. The classification accuracy of 

this approach outperforms than other classification 

techniques using SVM. 

Chitrakar and Huang [39] proposed a technique 

which contributed in two ways, first Candidate support 

vector incremental SVM classification (CSV-ISVM) 

that is obtained by modified existed concentric-ring 

method and reserved set strategy, secondly efficient and 

faster Support vector selection method named as Half-

partition strategy to reduce classification time along 

with high detection rates. This method evaluated using 

KDD CUP 1999 dataset and Kyoto 2006+ dataset and 

attained better detection rate with a low false alarm rate 

and acceptable learning time. 

Desale and Ade [40] proposed GA based feature 

selection method used different feature selection 

techniques Correlation based Feature selection (CFS), 

Information Gain (IG), and Correlation Attribute 

evaluator (CAE) for feature selection, and performance 

classified by Naïve bayes or J48. This method used 

NSL-KDD dataset and selected the minimum number 

of features, and improved accuracy of Naïve Bayes 

classifier with reduced time. 

Mohd Pozi et al. [41] proposed a hybrid model to 

detect anomalous rare attacks by combining SVM and 

GP named GPSVM, GP is an optimization technique 

used to solve problems, SVM used as a classifier to 

detect attacks, meanwhile, DT used to reduce the 

GPSVM decision function complexity.  This technique 

produced more balanced accuracy on NSL-KDD 

dataset without using any reduction method such as 

feature selection and feature extraction. 

Jabez and Muthukmar [42] designed new technique 

outlier detection, anomaly dataset measured by 

Neighborhood Outlier Factor (NOF), SNORT used to 

collect datasets and extract the features, designed IDS 

compute distance between the extracted features and 

trained model, NOF used to detect outliers, improved 

the performance of IDS with distributed storage 

environment of big dataset. This method tested with 

KDD CUP 1999 dataset and attained better 

performance in terms of detection rate than existed 

machine learning approaches. 

Ikram and Aswani Kumar [43] proposed IDS 

model integrating of PCA and SVM using RBF kernel. 

PAC reduced the dimensionality of data, SVM 

classification model constructed based on training data 

obtained from PCA. SVM parameters C and ϒ 

optimized for RBF kernel by existed automatic 

parameter selection technique to classification model. 

This experiment evaluated with two different datasets 

NSL-KDD and gurekddcup dataset and obtained results 

in terms of classification accuracy. 

Azad and Jha [44] proposed Fuzzy min-max neural 

network and Particle Swarm Optimization, the learning 

is executed by a series of hyper box expansion, the 

hyper box expansion depends on box size. PSO 

optimize hyper box min max values and classify the 

attacks. This technique evaluated using KDD CUP 

1999 dataset and attained greater performance 

compared with MLP.  

Salunkhe and Mali [45] proposed ensemble 

classifier, combined different base classifiers, the data 

detection model 1 extracted original dataset and created 

data subsets model 2 extracting original training data 

feature subset and created feature subset, then 

combined outputs of two models obtained the final 

prediction by ensemble classifier whether intrusion 

exist or not. This technique evaluated on KDD CUP 

1999 dataset, performance tested for more number of 

attack categories. 

Mabu et al. [46] proposed traditional GNP based 

rule mining method and evolutionary optimization 

technique, generates rule database and classifies new 

data with ensemble Random Forest. GA optimizing the 

weights of training dataset classifies the test data by 

integrating the classification results using weighted 

majority vote of rule databases. This technique used 

NSL-KDD dataset, and obtained better detection 

accuracy compared with SVM and J4.8. 

 

4. FINDINGS OF THE LITERATURE SURVEY 

In this area, let us discuss the different techniques 

utilized by various authors in their research works. 

From the literature review discussed above, it is 

concluded that most of the researchers used classifiers 

and cluster methods as an Intrusion Detection System in 

earlier. Later feature extraction methods are used to 
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extract the important features, along with classifiers. In 

this concerned area, many researchers used hybrid 

classifiers for Intrusion Detection, which are a 

combination of feature extracted, clustering, and 

classification methods.  Very few numbers of 

researchers used ensemble classifiers as Intrusion 

Detection techniques. Most of the proposed techniques 

evaluated on KDD CUP 1999 dataset, and a revised 

version of KDD’99 dataset is NSL-KDD dataset using 

recently by the researchers. After proper analysis of 

above-discussed literature and techniques, we 

concluded that. 

 In recent years many of researchers have designed 

hybrid classifier technique with feature selection 

methods. These methods attained higher accuracy 

compared with single classifiers. On the other hand 

small amount of work done on ensemble 

classifiers.  

 The feature selection technique Information Gain 

(IG) with classification techniques KNN, NN, NB 

etc. produced higher performance compared with 

other feature selection techniques, on the other 

hand, Correlation Feature selection (CFS) with DT 

and Principle Component Analysis (PCA) with 

SVM produced higher performance. 

 Majority of the techniques used benchmark 

datasets such as KDD CUP 1999 dataset and NSL-

KDD dataset. Approximation of the actual 

performance of the intrusion detection in real time 

data is difficult to evaluate. 

 Recent researchers have been applied data mining 

and machine learning techniques. Most of these 

techniques were built on shallow learning 

architectures. These architectures are still 

somewhat unsatisfying for intrusion detection. 

 Many researchers have classified 2- class 

classifications either as an attack or as normal.   

 The classical machine learning algorithms are 

inefficient to detect zero-day attacks, and low 

frequency attacks such as R2L and U2R due to 

insufficient quantity of labeled training data and 

network traffic variability.  

 

5. CONCLUSION 

We have reviewed current studies of Machine 

Learning Intrusion Detection techniques. This study 

included a single, hybrid, and ensemble classifiers. 

Building an effective intrusion detection system using 

Machine learning and Deep learning methods have 

received much attention for network security. Data set 

always contain a huge number of features where most 

of them are redundant or irrelevant. Employing a 

feature reduction method is essential to reduce the 

computational cost and increase the classifier 

performance. Feature selection and feature extraction 

are having advantages and useful to detect attacks with 

classifiers, which make it hard with a single classifier 

method to implement. It’s recommended to use feature 

extraction followed by feature selection as a hybrid 

approach to increase the accuracy of intrusion 

detection.   

It is there by recommended for an 

improvement of intrusion detection in the field of cyber 

security, and thus Deep Learning algorithms are more 

adaptable systems on systems with faster processing 

capability with Graphical Processing Unit (GPU). 
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